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Abstract
The last few years have evidently witnessed the 
emergence of a growing body of research that underscores 
the importance of investigating the impact of test use 
(Imsa-ard, 2020; Pan & Roever, 2016; Saglam and 
Tsagari, 2022; Tsagari, 2011). In many contexts, the 
remarkably increased reliance on high-stakes testing 
and standardized assessments by educational authorities 
and policymakers has resulted in discontent and raised 
disquieting concerns about the consequences of these 
tests for different stakeholders. In fact, this is utterly one 
of the leading factors to the upsurge of research studies 
that investigate and evaluate the impact and repercussions 
of test use. The present article primarily discusses the 
dynamic role of consequential validity in high-stakes 
assessment practices. Firstly, it briefly draws on the 
historical and theoretical background underpinning the 
concept of consequential validity. Secondly, it sheds 
light on the contentious debate revolving around it in the 
existing literature. Thirdly, it shortly addresses the issue 
of bias and unfairness in the use of testing. Fourthly, it 
synthesizes findings from numerous studies pertaining to 
the unintended consequences of high-stakes assessments. 
Finally, it concludes with implications for different 
stakeholders; future researchers, policymakers, test 
designers and classroom teachers. 
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INTRODUCTION
Assessment fundamentally plays a sine qua non role in 
educational policies because it is multifunctional; it is 
used to serve different pedagogical and administrative 
purposes (Ghaicha, 2016; Volante & Beckett, 2011). At 
the level of classroom and school, practicing teachers can 
use well-designed language tests to achieve multifarious 
objectives. Firstly, they can measure their students’ 
language skills and knowledge of content at the beginning 
of the academic year and place them at an appropriate 
level or provide them necessary scaffolding and remedial 
work (Black, 1998; Hughes, 2003; McNamara, 2000). 
Secondly, they can assess their students’ learning and 
use the collected evidence to enhance the quality of 
their teaching or support and promote their students’ 
learning through the provision of formative and corrective 
feedback (Black and Wiliam, 1998; Brookhart, 2001; 
Black et al., 2003; Dayal & Lingam, 2015; McNamara, 
2000). Thirdly, they can evaluate their students’ overall 
achievement and mastery of learning objectives and 
standards at the end of a semester or a year and use the 
collected information to make judgments and decisions 
whether students pass or fail (Black, 1998; Brookhart, 
2001; Ghaicha, 2016; McNamara, 2000). 

At the level of educational systems, assessment is 
used for accountability purposes (Dayal & Lingam, 
2015; McNamara, 2000). The data that is generated from 
different high-stakes assessment tools can be used to 
inform decision makers of the effectiveness and quality 
of educational programs and policies (Lane, 2014), help 
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educational authorities evaluate the professional and 
instructional performance of teachers in schools (Black, 
1998; Lane, 2014), and make important decisions about 
students’ future (McNamara, 2000; Miller et al., 2000). 

High-stakes assessment, which is the core theme 
of the current article, is used in many contexts as a 
policy tool to make important decisions about different 
stakeholders within the education system (Lane, 2014). 
Because of their proposed uses and the decisions made 
based on their scores, high-stakes tests need to reflect a 
high degree of reliability and validity. Miller, Linn, and 
Gronlund (2009) mentioned that the reliability of these 
tests is “commonly between .80 and .95; frequently 
around .90” (p.401). This implies that the items and tasks 
of these tests are carefully considered; they are relevant, 
representative, and most importantly validated by experts 
(Miller, Linn, and Gronlund, 2009). In fact, researchers 
within the educational measurement community believe 
that reliability and validity are two of the most pivotal 
characteristics of assessments (Bachman, 1990; Bachman 
& Palmer, 1996; Chapelle, 1999; Fulcher & Davidson, 
2007; Messick, 1987), especially high-stakes ones. 

In their design, high-stakes assessments undergo a 
highly systematic process that requires test designers to 
write test specifications, develop test items and tasks, 
pilot the test, assure reliability and gather evidence about 
validity. Nevertheless, when it comes to validating these 
tests, the consequential validity evidence is hardly ever 
taken into consideration (Iliescu and Greiff, 2021). 

The primary goal of this article is to address the 
critical role of consequential validity evidence in 
educational assessment practices, particularly those 
that have significant consequences for their users. The 
main objective is threefold: a) to raise the awareness of 
policymakers, test designers and classroom teachers of 
the negative consequences and ramifications associated 
with the reliance on high-stakes tests, b) to inform 
on the importance and usefulness of consequential 
validity (henceforth referred to as CV) evidence and 
its implications in improving the quality of high-
stakes assessments practices, and eventually c) to 
highlight concerns and raise questions for further future 
investigations. 

THEORETICAL BACKGROUND TO 
CONSEQUENTIAL VALIDITY 
One of the most indispensable considerations in the 
design and evaluation of assessments and tests is validity 
(Bachman, 1990; Bachman & Palmer, 1996; Kane, 2013; 
Messick, 1987). When spotlighting the related literature, 
one can evidently notice that the concept of validity has 
profoundly changed and developed over the years. The 
literature indicates that there are three distinct types of 
validities: construct, content and criterion that used to 

be employed for specific purposes (Fulcher & Davidson, 
2007; Messick, 1987).

Traditionally, construct validity was believed to 
be an integral technical aspect of assessment (Van der 
Walt & Steyn Jr., 2008; Pan & Roever, 2016). For quite 
some time, it was used to refer to the degree to which 
assessments measure what they claim to measure (Fulcher 
& Davidson, 2007). In other expressions, assessments 
and tests have to measure some kind of abstract attribute 
or entity that is conceived to exist in the mind of the 
test taker (Van der Walt & Steyn Jr., 2008). Examples of 
these attributes are intelligence, attitude, anxiety, reading 
ability, writing accuracy, speaking fluency, language 
proficiency …etc. Nevertheless, this conception was 
challenged by another theoretical stance in which validity 
is seen not as an aspect of assessment, but rather as an 
inherent characteristic of the intended interpretations and 
inferences that are drawn based on assessment scores 
(Messick, 1987, 1990, 1995, 1996, 1998). In this respect, 
Messick (1996) pointed out that:

Validity is not a property of the test or assessment as such, but 
rather of the meaning of the test scores. Hence, what is to be 
validated is not the test or observation device per se but rather 
the inferences derived from the test scores or other indicators. 
(Cronbach, 1971 as cited in Messick, 1996, p. 245)

Major developments in validity research led the 
American psychologist Samuel Messick (1987) to 
expand and elaborate on the traditional view of validity 
and propose a new comprehensive theory in which 
validity is seen as a unitary multi-faceted concept that 
draws on both content-related and criterion-related 
evidence (traditionally referred to as content and 
criterion validities). As per Messick, validity is defined 
as “an integrated evaluative judgment of the degree 
to which empirical evidence and theoretical rationales 
support the adequacy and appropriateness of inferences 
and actions based on test scores or other modes of 
assessment” (1990, p. 5). Messick’s definition has two 
important implications. The first one is that validity is a 
property of test interpretations, inferences and decisions, 
and not a property of the assessment tool per se. The 
second one is that to argue for validity, test developers, 
specialists and researchers have to consider, judge and 
evaluate multiple lines of evidence: empirical evidence 
(data collected from the test such as test content) and 
theoretical rationales (underlying principles, ideologies 
or theories that justify score meaning and use). 

Messick (1987) developed a progressive matrix that 
describes the underlying systematic process of validation. 
At this point, it is very essential to make a clear distinction 
between validity and validation. The former is viewed as 
an abstract property or implicit judgement while the latter 
pertains to the methodical and formal procedures through 
which validity is achieved (Hubley and Zumbo, 2011; 
McNamara, 2000; Van der Walt & Steyn Jr., 2008). 
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Table 1
Facets of Validity as a Progressive Matrix proposed by (Messick, 1990, p. 20)

Test interpretation Test use

Sources of 
justification

Evidential basis Construct validity Construct validity + Relevance/Utility (R/U)

Consequential basis Construct validity + Value Implications (VI) Construct validity + R/U +VI/ + Social Consequences

The matrix above subsumes two facets. As shown 
in table (1), one facet relates to test interpretation (the 
process of interpreting and understanding test results) 
and test use (the process of using test results in making 
decisions). The other facet relates to the sources of 
justification of assessment, which draws on both evidence 
and consequences. The evidential basis draws on 
evidence gathered from different places: the relevance and 
representativeness of test items and tasks to the domain 
of the intended construct or content, statistical analyses 
of item responses, test scores correlation to other external 
variables, evidence from test administration, and feedback 
from test takers (Bachman, 1990; Van der Walt & Steyn 
Jr., 2008). The consequential basis relates to the ethical 
considerations and social consequences associated with 
test use. 

To provide a nuanced explanation of how these 
facets interrelate, let us consider the following example. 
A group of test takers got high marks, ranging between 
17/20 and 19.5/20, in a high-stakes IELTS speaking 
test. To interpret these scores as indicators of these test 
takers’ speaking ability, and to use these scores to make 
a decision about college admission for these students to 
benefit from a scholarship program, several arguments 
have to be provided. To put it differently, to be able to 
justify these interpretations, A first look must be taken 
at construct validity and the value implications of these 
interpretations. More specifically, the content of the 
IELTS test has to be evaluated too, for instance, to see if it 
is representative and relevant to the construct it is seeking 
to make interpretations about: speaking ability. It is also 
needed to use theories and social ideologies that justify 
our interpretations; we may, for instance, draw on Dell 
Hymes’ theory of communicative competence to describe 
what “speaking ability” accurately means. To use these 
scores as a basis for college admission requires providing 
enough evidence that the test is relevant and useful for 
the proposed use of the scores: scholarship program. It is 
too recommended to consider the social consequences of 
the decisions we made. In other words, we may ask this 
question: what are the effects and impacts of this test and 
the decisions made based on its scores on these test takers, 
the teachers preparing these test takers and the whole 
society?

Messick (1987, 1990, 1995, and 1996) uses the concept 
of CV to refer to the inclusion of these consequences in 
the consolidated framework of validity. In this respect, he 
stated: 

The consequential aspect of construct validity includes 
evidence, rationales for evaluating the intended and unintended 
consequences of score interpretation and use in both the short- 
and long-term, especially those associated with bias in scoring 
and interpretation, with unfairness in test use, and with positive 
or negative washback effects on teaching and learning. (Messick, 
1996, p. 251)

Perhaps, the most notable aspect of Messick’s theory is 
the notion of CV. Messick (1987, 1990, 1995, and 1996) 
recognizes that assessments and tests can significantly 
influence various participants in the educational process 
including teachers, students, parents, administrators, 
policymakers …etc. Messick contends that critical 
evaluations must be undertaken to ensure that assessments 
and tests are appropriate for their proposed purposes. 

According to Messick (1987), evidence supportive of 
score interpretations and uses must include CV evidence. 
Weir (2005) pointed out that CV is concerned with three 
main areas: a) differential validity (referring to issues 
of bias and fairness), b) washback and c) effects on 
society. McNamara (2000) pointed out that CV focuses 
on the careful examination of both wanted and unwanted 
consequences of assessment use.

Drawing on Messick’s definition of CV (1987, 1990, 
1995, and 1998) mentioned above, the evaluation of social 
consequences entails the investigation of three important 
aspects. The first one is the intended consequences (the 
degree to which the assessment tool brings about the 
desired effects and outcomes that the developers aim for), 
and unintended consequences (the unanticipated effects 
that emerge with the use of assessment). The second one 
is issues that might jeopardize overall validity such as 
unfairness and the intentional or unintentional bias in 
scoring and interpretation in test use. The third one is 
washback on students’ learning and teachers’ instructional 
practices, and broader impacts on the whole society. 

THE DEBATE OVER CONSEQUENTIAL 
VALIDITY 
CV is one of the most significantly groundbreaking 
conceptions that profoundly changed our understanding 
of validity. In this respect, Messick (1987) stated that, 
“The appropriateness, meaningfulness, and usefulness 
of score-based inferences depend as well on the social 
consequences of the testing. Therefore, social values and 
social consequences cannot be ignored in considerations 
of validity” (p.15). 
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In the relevant literature, CV is one of the most 
controversial concepts (Borsboom & Mellenbergh, 2004; 
Cizek et al., 2010; Cizek, 2012; Lane, 2014; Popham, 
1997; Reckase, 1998; Shepard, 1997). In actuality, in light 
of the available literature, there seems to be that there 
is no consensus up-to-date concerning CV; the debate 
remains unresolved (Borsboom & Wijsen, 2016; Chang & 
Seow, 2018; Iliescu and Greiff, 2021). 

Much of the heated debate over CV is fueled by 
misconceptions about it. Many educators and practitioners 
do not yet understand it and still perceive it as a new type 
of validity (McNamara, 2000; Shepard, 1997). Besides, 
researchers such as (Wall and Alderson, 1993; Popham, 
1997) do not clearly see the link between validity and 
consequences. Their arguments stem from their conceptual 
understanding of the scope of validity. These researchers 
and others conceive validity to be an internal psychometric 
property of the test, and that other considerations such as 
consequences that result from assessment use should not 
be part of the validation process.

Some researchers (Popham, 1997; Cizek, 2012) believe 
that the endorsement of CV will cause perplexity and may 
add complexities and burdens into the validation task. In 
this regard, Popham (1997) explicitly stated “Cluttering 
the concept of validity with social consequences will lead 
to confusion, not clarity” (p.9). Although Popham (1997) 
underscored the importance of evaluating consequences, 
he maintained that this evaluation should be undertaken 
only by test designers and users, but it should never be 
“an aspect of validity” (p.9). Coupled with this, Reckase 
(1998) expressed his reservations about considering CV 
part of validity evidence. He offered a critical perspective 
as a test designer asking, how should the CV of a test 
be addressed and monitored during the process of test 
design? Reckase mentioned that it is not clear how a test 
developer should collect consequential information to 
argue for the validity of a test that is still in the process of 
development.

Other arguments that are non-supportive of the 
inclusion of CV in the validation endeavor can be 
found in (Borsboom & Mellenberg, 2004; Cizek, 2012). 
For instance, Borsboom & Mellenberg (2004) raised 
objections regarding Messick’s unified framework of 
validity. They contended that validity is not a property of 
inferences as much as it relates to the test. They wrote “… 
validation is the kind of activity researchers undertake 
to find out whether a test has the property of validity” 
(p.1063). Cizek (2012) raised the same concern. This, 
as it seems, contradicts Messick’s theoretical stance that 
links validity to interpretations and inferences. What 
is more, Borsboom & Mellenberg (2004) opposed the 
idea of including CV as validity evidence. In this regard, 
they explicitly stated “Validity is not complex, faceted, 
or dependent on …social consequences of testing” 
(Borsboom & Mellenberg, 2004, p. 1061).

Despite this overwhelming debate, CV has become 
recognized as a valuable contribution particularly in 
educational assessment practices (Moss, 2016; Iliescu 
and Greiff, 2021; McNamara, 2000; Meijer et al., 
2022; Saglam and Tsagari, 2022). On the top of that, in 
2014, CV was established as validity evidence by the 
American Educational Research Association, American 
Psychological Association, and National Council on 
Measurement in Education (henceforth used as AERA, 
APA, NCME, respectively). 

In line with Messick, proponents of CV argue that 
evaluating test-use consequences is of paramount 
significance (Kane, 2013; Lane, 2014; Meijer et al., 
2022; Shepard, 1997). Assessments will function better if 
researchers dedicate more time and effort to CV (Iliescu & 
Greiff, 2021). Arguments in favor of CV are sundry. For 
example, McNamara & Roever (2006a, 2006b) believe 
that it is pivotal to evaluate tests not only psychometrically 
but also socially, taking into account their potential 
social effects. Furthermore, some researchers (Slomp, et 
al., 2014) believe that it is an ethical obligation for test 
designers and users to “examine both the intended and 
unintended consequences that accrue as a result of their 
decision-making process and, where warranted, to remedy 
negative unintended consequences” (p.279).

More recently, Tsagari & Saglam (2022) argued that 
assessing and evaluating the nature and strength of test 
consequences is an important step in establishing validity 
evidence, especially for tests that are used to make very 
important decisions. The evaluation of consequences 
determines the degree to which “the language and 
skills manifested and described as objectives in the 
curriculum are acquired due to instructional practices” 
(p.3). Moreover, it “acts as a confirmatory study of 
the potential washback” (p.3), it reveals any potential 
sources of problems that may jeopardize the validity 
of interpretations and inferences, and it also results in 
valuable data that inform the improvement of these tests 
in the future.  

In the midst of this heated debate, it is evident 
that when arguing for validity, test developers place 
more emphasis on content-related and criterion-
related evidence, “… but oftentimes completely ignore 
consequential information” (Iliescu & Greiff, 2021, p. 
164). For instance, to gather information about validity 
evidence based on social consequences, Cizek et al. (2010) 
analyzed published articles and reports from eight related 
journals in ten years (1999-2008). Out of 2048 published 
articles, only 1007 focused on validity. However, no 
report whatsoever provided information pertinent to CV 
as a source of validity. 

This conspicuous scarcity of research on CV could 
be justified in so many ways. One of the reasons why 
CV is ‘intentionally disregarded’ is probably due to the 
psychometric perspective from which tests are considered. 



9 Copyright © Canadian Research & Development Center of Sciences and Cultures

Youssef Oufela; Abdallah Ghaicha (2024). 
Higher Education of Social Science, 27(1), 5-18

Many researchers still do not consider consequences as 
part of validity evidence (Borsboom & Mellenberg, 2004; 
Borsboom & Wijsen, 2016; Cizek et al., 2010; Popham, 
1997). Another reason could be that the evaluation of test 
consequences is a time-consuming, costly, and burdening 
task, or may be “those engaged in the validation efforts 
favor easier, cheaper sources” (Cizek et al., 2010, p. 738). 
Another justification could be that there still is some sort 
of uncertainty regarding the agency who should assume 
full responsibility for evaluating the consequential 
evidence (Reckase, 1998). This is somewhat plausible 
because “the consequences cannot be observed or studied 
until after the test has been in operational use for some 
time and that more time is needed” (Cizek et al., 2010, p. 
738). Therefore, two legitimate questions spring to mind: 

• Should test developers take charge for gathering 
and evaluating CV evidence? And should they be held 
accountable if negative consequences emerge from 
assessment use? or

• Should there be another agency (e.g., researchers) 
that assumes full accountability for investigating the 
social consequences?

UNFAIRNESS AND BIAS IN THE USE OF 
HIGH-STAKES ASSESSMENTS 
According to Messick (1987, 1990, 1996), fairness is 
an essential aspect of CV evidence that needs to be 
considered and evaluated. Generally speaking, “fairness 
is a fundamental validity issue that requires attention 
throughout all stages of test development and use” (AERA, 
APA, NCME, 2014, p. 49). It is seen as de rigueur in all 
forms of assessment practices to protect students from 
potential bias. Taking a glimpse at the related literature, it 
is evident that the notion of fairness has no single technical 
meaning; it differs in scope and intentionality from one 
researcher to another. It is worthwhile to point out that 
the inquiry into the issue of fairness and bias has been 
regarded as a meaningful endeavor. Major developments 
in this regard led to the emergence of multiple theoretical 
frameworks (Kunan, 2004; McNamara & Ryan, 2011; 
Wallace, 2018) that provide a systematic way to address 
concerns of unfairness, potential bias, and differential 
validity (Weir, 2005) in assessment practices. 

 The current section in i ts  essence is merely 
introductory. Its primary purpose is to draw attention 
to fairness and bias and provide examples of how high-
stakes assessments may include these issues. Although 
fairness and bias seem to be closely related, they are 
different concepts. Bias is considered as “a central threat 
to fairness in testing” (AERA, APA, NCME, 2014, p. 49).

According to AERA, APA, NCME (2014), a fair high-
stakes test is a test that should reflect at least two main 
properties. Firstly, it maximizes students’ opportunity 
to demonstrate the intended knowledge and skills. For 

instance, a high-stakes achievement test that is used to 
certify students at the end of high school requires students 
to complete complex tasks in two hours while the tasks 
actually need more time to complete. This test is unfair 
to students in many ways, and it minimizes students’ 
chance to demonstrate their knowledge. The allotted 
time is constrained, and it does not align with the nature 
of the given tasks. As a result, this may disadvantage 
students who need more time to complete the tasks owing 
to factors such language problems or slow cognitive 
processing skills. 

Secondly, a fair high-stakes test lacks intentional 
or unintentional bias. Bias takes place when a test 
disadvantages a student or a group of students based on 
several attributes. According to Bachman (1990), these 
attributes may include students’ cognitive and affective 
characteristics, gender, age, real world knowledge, 
linguistic and cultural background, ethnicity, socio-
economic status. For instance, in a culturally diverse 
context, a high-stakes test that is designed to measure 
students’ knowledge of history. The test items mostly 
focus on the history of a particular group of people, 
say the history of USA, while unintentionally ignoring 
the history of other subdominant cultures. This bias 
may disadvantage students who are not originally from 
USA and are unfamiliar with the history of the people 
emphasized in the test. Another example would be a 
reading component in a university entrance test. The 
reading component requires students to respond to 
items and questions of a text that is about a professional 
football player. The latter plays in one of the world top 
leagues. Even if this player is considerably famous, the 
test is biased against female students because football is a 
preference that is specific to male students. 

As shown in the examples above, bias relates to 
issues in test design and administration, and oftentimes 
interpretation, and it comes in different forms. If it exists, 
it can lead to unfairness, which consequently can influence 
students’ test performance, and test users’ interpretations 
of students’ performance. If high-stakes assessments are 
used to generate interpretations and inferences about 
students’ abilities, and make important decisions based on 
that information, test designers and users have to make 
sure that these assessments are fair and unbiased against 
any group of students. 

U N I N T E N D E D  C O N S E Q U E N C E S 
ASSOCIATED WITH THE USE OF HIGH-
STAKES ASSESSMENTS
In the last few years, numerous studies have been 
undertaken to evaluate the potential consequences of 
high-stakes assessments, and their impacts on individuals 
and educational institutions. The findings of these studies 
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are largely inconsistent. Whilst there is evidence that 
indicates that high-stakes testing is beneficial in so many 
respects, several studies documented consequences, which 
are negative and unforeseen by test designers. The current 
section aims to highlight and discuss some of the major 
negative consequences of these assessments in light of 
the findings from the existing literature. The authors have 
endeavored to synthesize findings from numerous studies. 
The decision to focus on the negative consequences only 
is driven by a desire to highlight concerns pertained to 
the reliance on high-stakes tests and to argue for the need 
to incorporate CV evidence in high-stakes assessment 
practices. It is worth-pointing out that these consequences 
may not reflect the overall scope of CV as they focus 
only on the direct influence of high-stakes assessments on 
instruction and learning (washback). 

A. High-stakes assessments narrow the 
curriculum and the content of teaching 
One of the most frequently reported unintended negative 
consequences of high-stakes testing is curriculum 
narrowing. In their foundational work, Alderson and Wall 
(1993) stated that:

Similarly for teachers, the fear of poor results, and the associated 
guilt, shame, or embarrassment, might lead to the desire for their 
pupils to achieve high scores in whatever way seems possible. 
This might lead to teaching to the test, with an undesirable 
narrowing of the curriculum (p.118).

Subsequently, researchers (Abbas & Thateem, 2018; 
Aftab, Qureshi, & William, 2014; Al Amin & Greenwood, 
2018; Jaenes, 2017; Sultana, 2018; Larsson & Olin-
Schellerb, 2020; Nahdia & Trisanti, 2019; Tsagari, 2011) 
provided adequate evidence to support Alderson and 
Wall’s claim. The major findings of these studies are that 
high-stakes assessments lead to narrowing the content of 
teaching, ignoring non-tested subjects, and excluding non-
tested topics, knowledge and skills. 

Tsagari (2011), who investigated 15 native and non-
native teachers in Greek using qualitative interviews of 
forty minutes, found that the First Certificate in English 
(FCE) forced teachers to ignore listening and speaking 
and prioritize grammar and vocabulary because they are 
believed to be key skills to succeed in the FCE. Likewise, 
Aftab, Qureshi, & William (2014) disclosed that the 
Pakistani Intermediate English Examination (PIEE) 
considerably affected the instructional content. Teachers 
reported that the nature of PIEE required them to employ 
a content-based teaching approach. They also reported 
that they do not teach speaking and listening, and they 
do not teach higher-order thinking skills. Additionally, 
Aftab, Qureshi, & William (2014) indicated that the PIEE 
tests writing ability through discrete items and reading 
comprehension through text-based questions, which in 
turn affected the way teachers teach these two skills in the 
classroom. 

In a similar line of investigation, Al Amin & 
Greenwood (2018) explored the national examination 
in Bangladesh and its impact on 216 secondary school 
practicing teachers. Al Amin & Greenwood found that 
there is a clear mismatch between the national curriculum 
and teachers’ actual practices. Most of the teachers (55%) 
believed that an efficient teacher would prepare mock tests 
for their students. While only 10% of the teachers believed 
that teachers should not teach only what will be tested in 
the final exam, one-third of teachers (30%) reported that 
they did not teach parts of the textbooks that would not 
be included in the exam. In Bangladesh, the curriculum 
aims at helping students develop the four skills, and use 
these skills for efficient communication in life situations. 
However, the researchers reported that the structure of 
the exam assesses only reading and writing, and it does 
not assess students’ ability to use English language skills 
in real-life contexts. Therefore, it was concluded that a 
more limited and operational curriculum functions in the 
schools and exam-preparation centers. 

B. High-stakes assessments negatively impact 
teaching practices
Hitherto, there is ample evidence to substantiate the 
repercussions of high-stakes assessments on teaching 
practices. Studies, conducted in this regard, have 
revealed that teachers tend to change their instructional 
methodologies to meet the requirements of these tests 
(Alderson & Hamp-Lyons, 1996; Tsagari, 2011; Aftab, 
Qureshi, & Wiliam, 2014; Barnes, 2016; Abbas & 
Thaheem, 2018; Hazaea & Tayeb, 2018). Nevertheless, 
this change is superficial because it does not reflect sound 
teaching practices and does not contribute to students’ 
learning. For example, Tsagari (2011) disclosed that the 
teachers employed traditional ways for teaching grammar 
and vocabulary, and they did not use modern approaches 
such as the communicative, cooperative learning, project-
based approaches because they were not compatible with 
the principles and objectives of the FCE. 

In Indonesia, Sukyadi & Mardiani (2011) showed 
that the English National Examination (ENE) affected 
the twelfth grade more than the tenth and eleventh-grade 
teachers. The researchers observed that these teachers 
changed classroom activities and arrangements due to the 
ENE. They also skipped language lessons and allocated 
more instructional time to the skills tested in the ENE. 
Data from questionnaires and interviews indicated that 
all participants altered their teaching methods into ENE 
preparation where more emphasis was put on the practice 
of tests. Evidence from documents analysis disclosed 
that the ENE genuinely affected the format and content 
of classroom tests as all the teachers gave mid-semester 
tests, pre-final exams, and final exams similar to the ENE 
to measure their students’ performance on the ENE and to 
motivate them. 
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In a quite large-scale study, Salehi, Yunus, and Salehi 
(2013) investigated the impact of the entrance exams 
of universities (EEU) through the perceptions of 200 
high school teachers. The researchers used a validated 
questionnaire and stratified sampling. The findings 
indicated that a large number of teachers perceived the 
EEU to have a negative impact on their teaching practices. 
Almost all teachers reported to adopt new teaching 
methods to prepare students for the EEU. Additionally, 
89.4% of teachers reported to focus teaching reading 
comprehension activities, 74.2% of teachers indicated that 
they teach to the format of EUU, and although 82% of 
teachers believed that communicative language teaching is 
important, they reported they do not use it due the nature 
of the EEU. 

Studies that are qualitative also confirmed the 
negative effects of high-stakes tests on teaching practices 
(Aftab, Qureshi, & William, 2014; Abbas & Thaheem 
2018; Tsaagri, 2011). For instance, Aftab, Qureshi, & 
William (2014) showed that the Intermediate English 
Examination (IEE) in Pakistan negatively influenced 
12 teachers’ teaching practices. Teachers perceived that 
the IEE to narrow their classroom practices to content-
based teaching. Teachers reported that the IEE did not 
allow them to use communicative language teaching 
methods. In addition, teachers were found to heavily rely 
on activities that are directly linked to the IEE questions 
because they believed that high scores in the IEE could 
be achieved through proper practice of IEE-related tasks. 
Furthermore, the characteristics of IEE such as format and 
content influenced the teachers’ beliefs and instructional 
behaviors. Teachers admitted that they used past exams 
and similar exam tasks as classroom activities to acquaint 
students with the content and format of the exam.

C. High-stakes assessments lead to extravagant 
test preparation
In the findings of their study about the effect of TOEFL 
test on teaching, Alderson and Hamp-Lyons concluded, 
“the status/stakes of a test will affect the amount and type 
of washback” (1996, p. 296). To test this hypothesis, 
Stoneman (2006) investigated the perceived effect of 
Hong Kong Polytechnic University students regarding 
two-samples of an exit test (the IELTS-Common English 
Proficiency Assessment Scheme - referred to as IELTS-
CEPAS), and the Graduating Students’ Language 
Proficiency Assessment referred to as GSLPA) on 
students’ test preparation. Stoneman used questionnaires, 
semi-structured interviews and observation as a 
supplementary tool to corroborate the findings obtained 
from the primary instruments. After drawing a comparison 
about the nature of test preparation revealed by the two 
samples of participants, the researcher observed that 
IELTS-CEPAS takers (74.9 %) were involved in more test 
preparation as opposed to GSLPA takers (18.8%). As a 

result, it was concluded that the status of IELTS-CEPAS 
pushed students to get involved in more test preparation. 

Tsagari (2011) and Salehi, Yunus, and Salehi, (2013) 
have shown in their studies that teachers allocate too 
much instructional time to prepare students to pass high-
stake tests. Despite the advantages of this preparation, it 
is deleterious because it comes at the expense of learning 
other content. Test preparation practices involve teachers 
and students doing many test-similar exercises and 
activities, doing mock tests, learning and practicing test-
taking strategies, discussing test procedures ...etc. Tsagari 
(2011) have shown teachers start preparing earlier in the 
year, which puts their students’ deep learning at jeopardy. 
Although test preparation contributes to high-test scores, 
and students might be considered high performing, it 
remains superficial, as it does not reflect students’ actual 
mastery and achievement (Volante, 2004). 

D. High-stakes assessments lead to increased 
pressure and workload on teachers
It is argued that the status of the test might exert a 
considerable influence on teachers (Shohamy, et al., 
1996). In places where high-stakes assessment policies 
are operating, tests might be used to hold different 
stakeholders responsible for test results; therefore, teachers 
might feel pressured because of the stakes that are placed 
on such tests. Al Amin and Greenwood (2018) showed that 
all teachers experienced pressure by students, parents, and 
head teachers. They felt it is obligatory to teach in ways 
that would help learners get high scores in the exam.

Tsagari (2011) reported that teachers feel anxious 
and pressured due to three reasons. Firstly, students see 
teachers as “…‘God or Goddess’, a ‘moving dictionary’, 
a ‘walking grammar’, ‘the expert’, ‘an authority’ or 
‘a know-all person’. …” (p.434). They are extremely 
dependent on them, and they expect them not only to 
teach them but also to prepare them to take the FCE. 
Secondly, parents’ high expectations about their children’s 
academic performance place more pressure and workload 
on teachers. The latter may feel compelled to meet 
these expectations even if they are unrealistic. Thirdly, 
administrators also have high expectations about students’ 
success. In some schools, administrators require teachers 
to prepare students to score high in such tests. These 
expectations arise from a desire to keep the school’s 
reputation or rank high in the system. 

The overwhelming pressure make teachers live in 
a conundrum which leads to what Spratt (2005, p. 24) 
refers to as “… a tension between pedagogical and ethical 
decisions”. In other expressions, teachers find themselves 
torn between two choices, either to teach according to 
their philosophy of teaching which stems from theoretical 
knowledge, pedagogical training and values or to engage 
in behaviors that support “teach to the test” practices to 
raise students’ chances to get high scores. 



12Copyright © Canadian Research & Development Center of Sciences and Cultures

The Potency of Consequential Validity Evidence in 
High-Stakes Assessment Practices

E. High-stakes assessments affect students’ 
learning and perceptions of their abilities
Regardless of their nature and purpose, tests might 
undermine students in many respects. Bachman & Palmer 
(1996) pointed out that the experience of taking the test 
itself may influence learners’ language abilities. For 
many individual learners, the test “may provide some 
confirmation or disconfirmation of their perceptions 
of their language abilities, and may affect their areas 
of language knowledge” (p.32). Just imagine a student 
receiving a low score on her first test, a low score on 
her second test, and a low score on her third test. This 
repeated cycle of failure in the test may cause the student 
to feel worthless. Even worse, this student may attribute 
her failure to her lack of ability rather than any other 
factor. As a result, the student may lose interest and 
motivation to study. Another way to see the effects of tests 
is when one student starts comparing their performance 
or score to other students’. If they believe they are not 
enough, they may start developing negative perceptions 
about their abilities and skills. 

High-stakes assessments have been found to influence 
students’ learning. Van Boa and Chu (2022) provided 
perception-based evidence regarding the effects of 
a High School Graduation Examination (HSGE) on 
twenty high school students learning experiences in 
Vietnam. Employing a qualitative approach, Van Boa 
and Chu (2022) showed that although some students held 
favorable views about the HSGE, the majority of them 
admitted that it influenced their learning negatively. They 
reported that the HSGE hampers them from taking part 
in extracurricular activities and causes a huge pressure 
and worry, which affect their academic performance and 
decrease their chance of going to college. 

In the same vein, Dong et al. (2021) conducted a 
large-scale study on the National Matriculation English 
Test (NMET) and its effects on the learning process 
of 3105 Chinese students using a motivation scale 
survey and focus groups. After conducting exploratory 
factor analysis, the scale generated the main factors: 
development ,  communica t ion  and  requi rement 
motivation. Communication motivation relates to the 
goal of learning English, development motivation 
pertains to learners’ advancement in future studies and 
careers, and requirement motivations relates to students’ 
English learning to attain the expectations of the 
NMET. The results indicated that students had a strong 
development motivation (M=4.11, SD=.940), followed by 
requirement motivation (M=3.68, SD=1.118). In addition, 
the researchers carefully examined the requirement 
motivation, particularly one of its items that is about 
learning English because it is necessary on the NMET, 
they found that the mean value was significantly high 
(M=3.89, SD=1.450). The researchers concluded that the 
NMET affected students’ learning. 

F. High-stakes assessments contribute to higher 
test anxiety
Test-related anxiousness is reported as one of the most 
serious consequences of high-stakes testing. Research 
estimates that up to 15-22% of students experience high 
levels of test anxiety before and during tests (Von Der 
Embse, Jester, Roy, & Post, 2018). Blazer (2011) stated 
that, 

Test anxiety can interfere with students’ ability to function 
during a test and in the days and weeks leading up to a test. 
Psychological responses include increases in blood pressure and 
rate of respiration, elevated body temperature, gastrointestinal 
problems, headaches, difficulty of sleeping and muscle spasms 
(p.5).  

Shohamy et al. (1996) presented evidence that the 
perceived importance of a test and the status of the 
subject(s) it assesses contribute to higher levels of 
anxiety. Shohamy et al. (1996) explored the effect of 
two tests served in Israel. The first test is Arabic as a 
second language test (ASL) and the second test is English 
foreign language oral test (EFL). The researchers drew 
on a mixed-method research methodology that involved 
the use of questionnaires, structured interviews and 
document analysis. The results revealed that teachers had 
unfavorable attitudes towards the ASL while the same 
teachers perceived the EFL test to cause “an atmosphere 
of high anxiety and fear of test results among teachers and 
students” (p.309). The researchers showed that teachers 
experience intense pressure to cover all the materials that 
the students need in order to succeed in the EFL test, and 
they feel that their students’ failures or success somewhat 
reflect their reputations as teachers. Additionally, 
compared to the ASL, data from students’ questionnaires 
showed that 96% of students experience high anxiety 
towards the EFL test. The researchers concluded that the 
purpose, the status and the stakes of the ASL and EFL oral 
test induced two different washback effects in terms of 
anxiety. 

To provide more evidence on how to high-stake testing 
leads to higher levels of anxiety, Segool et al. (2013) 
explored if there are any differences in learners’ self-
reported test anxiety between two types of tests: the first 
one is regular classroom assessment and the second one 
is No Child Left Behind (NCLB) testing. The researchers 
selected a sample of 335 students in Grade three through 
five in three schools located in Midwestern, and employed 
two text anxiety measures: Children’s Test Anxiety 
Scale (CTAS) and the Behavior Assessment Scale for 
Children, Second Edition (BASC-2-TA). The researchers 
documented that students’ self-reported test anxiety 
was higher in NCLB testing compared to classroom 
assessment. The difference was evident across the two 
measures of test anxiety, with effect sizes of r=−.21 and 
r = −.10. Additionally, during NCLB testing, students 
reported significantly greater cognitive symptoms of 
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test anxiety (r=-.20) as well as heightened physiological 
symptoms (r=-.24).

G. High-stakes assessments are invalid measure 
of students’ academic performance
Educators have continuously voiced out their concerns 
regarding the validity of high-stakes assessments. Now 
more than ever, there is evidence to believe that the 
results of high-stakes tests are misinforming indicators of 
students’ learning and academic achievement. Findings 
from several studies suggest there are numerous factors 
that affect the validity of such tests (Imsa-ard, 2020; Burns 
et al., 2020; Gunn et al., 2016). 

Gunn, et al. (2016) investigated the views and the 
perceptions of 18 teachers in the Midwestern state of 
USA concerning the quality and validity of high-stakes 
testing. The researchers used a mixed method approach 
that involves the use of questionnaires and interviews. 
The findings showed that the respondents expressed their 
disagreements with high-stakes tests as being accurate 
measures of students’ learning (M=2.47) and expressed 
their agreement that high-stakes assessments should not 
be the only tools to gauge students’ performance (M=4.76). 
The participants also reported that the scores the students 
get on the test are used to evaluate their performance, 
which caused them to feel anxious and pressured to 
prepare students to score well on tests (M=4.76).

Following a sequential mixed-methods approach, 
Imsa-ard (2020) explored the beliefs and perceptions of 
EFL teachers regarding the Ordinary National Educational 
Examination (O-NET) in Thailand. The research aimed 
to understand how these teachers viewed the O-NET. The 
findings of the study showed that 69% of the teachers 
did not consider the O-NET a good indicator of students’ 
ability in real life situations. Around 62% of the teachers 
reported that the content of the O-NET did not align 
with the standards specified in the basic education core 
curriculum that were intended to construct the test.

In a similar vein, Zhang (2021) examined the 
perceptions of 79 teachers regarding the validity of the 
Test for English Majors Grade Four (TEM4) within the 
Chinese educational context. The study adopted a mixed 
method design, relying on the use of both questionnaires 
and interviews to gather insights from the teachers. 
The results indicated that although teachers expressed 
favorable views concerning the quality and administration 
of the test, they reported two main problems associated 
with the test design. More specifically, they reported 
that the test content was not representative and aligned 
with the curriculum and a noticeable difficulty level was 
associated with the dictation and listening comprehension 
sections in the test. Data from the interviews also revealed 
that the writing task was not appropriate because it was 
biased. In addition, the language sections needed to be 
rewritten or removed because they only measure learners’ 
knowledge about decontextualized lexis and grammar but 
not their ability to use English.

It is evident that the scores that are obtained from high-
stakes assessments are prima facie superficial, and may 
not truly reflect students’ abilities. As the findings above 
imply, the interpretations and inferences that are made on 
the basis of the scores of high-stakes tests are somewhat 
meaningless and cannot be generalized to different target 
language use domains (higher education, prospective jobs, 
real life situations …etc.). 

CONCLUSIONS AND IMPLICATIONS 
The current article fundamentally endeavored to 
highlight the importance of considering CV in high-
stakes assessment practices. Although it is still debatable 
in the literature, it is worth-considering in assessment 
practices. High-stakes assessments are very important 
for at least two main reasons. Firstly, they inform 
educational practices (Cheng and Curtis, 2004). Secondly, 
policymakers use their results and information to make 
decisions about different individuals in the system; 
these decisions may affect the life and future of these 
individuals in many ways (Stobart and Eggen, 2012). 
Consequently, the inclusion of social consequences in the 
validation process must be considered to better ensure 
the effectiveness and utility of high-stakes assessments in 
decision-making processes. 
This very process of evaluating CV evidence, focusing on 
the social consequences and issues of fairness and bias, 
may create a channel for coordinated communication 
among the stakeholders involved in high-stakes 
assessment design and use (Saglam and Tsagari, 2022), 
and may help each party counteract these undesired 
consequences. Additionally, the inclusion of consequential 
information can serve as a holistic evaluation of the 
broader impact of high-stakes assessment practices and 
inform educational policies. 

Implications for future research 
CV is one of the most important yet understudied topics 
in language assessment and testing (Iliescu & Greiff, 
2021). As indicated earlier, CV evidence is rarely taken 
into consideration (Cizek et al., 2010). In its essence, 
the current article argues in favor of CV, and urges for 
considering and including social consequences of high-
stakes assessments use in the process of validation. There 
is an insistent need to conduct systematic research studies 
that investigate the fairness and consequential effects of 
existing assessments in different contexts, especially those 
whose proposed purposes relate to important decision-
making.

The starting point can be addressing the perceptions 
and experiences of different participants in the education 
system (e.g., teachers, test designers, policymakers …
etc.) with these assessments and examine the degree to 
which they bring intended and unintended the short- and 
long-term consequences. Additionally, more studies need 
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to be conducted to understand how these assessments 
hinder or contribute to the effective implementation of 
educational policies and reforms, change school culture, 
cause teachers’ attrition, influence teachers’ engagement in 
professional development, and affect students’ motivation 
to learn, creativity, engagement, and self-efficacy. Such 
studies can reveal potential problems and concerns and 
provide valuable insights and implications into effective 
use of high-stakes assessments.

Implications for policymakers
Policymakers can play a dynamic role in evaluating 
CV evidence to ensure the effectiveness of high-stakes 
assessments. Based on the current discussion, it seems 
to be clear that there is an uncertainty with regard to the 
agency that should take charge of evaluating this type 
of evidence (Reckase, 1998). CV can be evaluated only 
after the test has been in use for some time. Therefore, 
Policymakers can collaborate with researchers and 
assessment experts to gain insights into the potential 
impacts and consequences of existing and revised 
high-stakes assessments and respond with immediate 
appropriate measures.  

Most importantly,  if  policymakers make real 
investments in policies that promote quality education, 
they need to make sure that all stakeholders are actively 
engaged in the implementation and execution of these 
polices and decisions. High-stakes assessment has its 
own merits (Stobart and Eggen, 2012). Some of which 
are the use of its results to make important decisions 
about different participants in the education system. 
However, as the literature clearly shows, it leads to 
consequences that might jeopardize students’ learning. 
Therefore, the starting point for policymakers is to 
provide more of ongoing professional development 
and personalized training for teachers, inspectors and 
school administrators to help them understand the goals 
of high-stakes assessments and the intended uses of the 
results in the decision-making process. Additionally, 
practitioners, including teachers and test designers, need 
to develop Critical Assessment Literacy (Tajeddin et 
al., 2022) which requires them to be knowledgeable and 
well-informed about the objectives, types, and scopes 
of assessment, fairness and equity, consequences of 
using assessment, policies guiding assessment practices, 
and national policies and ideologies guiding the use of 
assessment (Tajeddin et al., 2022). 

Implications for test designers 
The current article has significant implications for high-
stakes assessments designers as well. As Reckase (1998) 
pointed out, gathering CV evidence during the process 
of designing and developing these assessments can be 
daunting and quite challenging. However, test designers 
need to cultivate awareness regarding the negative 
consequences of high-stakes assessments, engage active 

stakeholders (e.g. students, teachers, and administrators) 
in test design and development, seek feedback from these 
participants and make informed improvements based on 
the collected information and evidence. 

Coupled with this, test designers need to make sure 
that the content of high-stakes assessments align with 
curricular objectives and standards. The existing literature 
shows that negative washback effect is induced when 
teachers and students focus on the most frequently 
tested areas in the curriculum. By designing high-
stakes assessments with the same types of tasks, testing 
techniques, items …etc. for over a period of time, teachers 
and students can easily predict the content of the next 
assessments and narrow the scope of their teaching and 
learning to prepare for them. Therefore, it is important 
for test designers to “sample widely and unpredictably” 
(Hughes, 2003, p. 54) allowing for a comprehensive 
representativeness of the most important knowledge, 
skills, and competencies that need to be reflected by 
learners. 

Implications for classroom teachers
Because they contribute to the process of carrying out the 
various educational policies suggested by policymakers, 
teachers are also considered important stakeholders in 
the system (Cheng & Hong, 2004). With regard to their 
role in responding to the risks of high-stakes testing, they 
first need to be informed and familiar with the negative 
consequences of these tests on their teaching practices.  
This can be done in pedagogical meetings and seminars by 
inspectors, instructional coaches or individuals supposed 
to supervise teachers. In addition, teachers are required 
to have a microscopic understanding of curricular goals 
and aims and make sure that their instructional practices 
reflect their philosophy, values, and the core principles of 
the curriculum. Furthermore, teachers should differentiate 
their assessment practices by incorporating formative 
approaches that help students get regular constructive 
feedback on their learning and performance-based 
approaches that help evaluate students authentically and 
generalize their performance beyond the classroom.

High-stakes tests remain important measures given 
the various purposes they serve in the educational system. 
However, it is crucial for teachers to keep in mind that one 
of the primary objectives of education is to get students 
ready to be the citizens of tomorrow and prepare them 
for life outside the classroom by equipping them with the 
necessary know-how, competencies and attitudes as well 
as cultivating their critical thinking, problem-solving, 
resilience and communications skills.
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